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1 INTRODUCTION 

This document proposes a breakdown of the SWEBOK 
Software Requirements Knowledge Area. The knowledge 
area is concerned with the acquisition, analysis, 
specification, validation and management of software 
requirements. It is widely acknowledged within the 
software industry that software projects are critically 
vulnerable when these activities are performed poorly. This 
has led to the widespread use of the term ‘requirements 
engineering’ to denote the systematic handling of 
requirements. This is the term we use in the rest of this 
document. Software requirements are one of the products of 
the requirements engineering process. 
Software requirements express the needs and constraints 
that are placed upon a software product that contribute to 
the satisfaction of some real world application [Kot00]. The 
application may be, for example, to solve some business 
problem or exploit a business opportunity offered by a new 
market. It is important to understand that, except where the 
problem is motivated by technology, the problem is an 
artifact of the problem domain and is generally technology-
neutral. The software product alone may satisfy this need 
(for example, if it is a desktop application), or it may be a 
component (for example, a speech compression module 

used in a mobile phone) of a software-intensive system for 
which satisfaction of the need is an emergent property. In 
fundamental terms, the way in which the requirements are 
handled for stand-alone products and components of 
software-intensive systems is the same. 
One of the main objectives of requirements engineering is 
to discover how to partition the system; to identify which 
requirements should be allocated to which components. In 
some systems, all the components will be implemented in 
software. Others will comprise a mixture of technologies. 
Almost all will have human users and sometimes it makes 
sense to consider all components of the system to which 
requirements should be allocated (for example, to save 
costs or to exploit human adaptability and resourcefulness). 
Because of this requirements engineering is fundamentally 
an activity of systems engineering rather than one that is 
specific to software engineering. In this respect, the term 
‘software requirements engineering’ is misleading because 
it implies a narrow scope concerned only with the handling 
of requirements that have already been acquired and 
allocated to software components. Since it is increasingly 
common for practicing software engineers to participate in 
the elicitation and allocation of requirements, it is essential 
that the scope of the knowledge area extends to the whole 
of the requirements engineering process.  
One of the fundamental tenets of good software 
engineering is that there is good communication between 
system users and system developers. It is the requirements 
engineer who is the conduit for this communication. They 
must mediate between the domain of the system user (and 
other stakeholders) and the technical world of the software 
engineer. This requires that they possess technical skills, an 
ability to acquire an understanding of the application 
domain, and the inter-personal skills to help build 
consensus between heterogeneous groups of stakeholders 
[Gog93].  
We have tried to avoid domain dependency in the 
document. The knowledge area document identifies 
requirements engineering practice and identifies when it is 
and isn’t appropriate. We recognise that desktop software 
products are different from nuclear reactor control systems 
and the document should be read in this light. Where we 
refer to particular tools, methods, notations, SPI models, 
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etc. it does not imply our endorsement of them. They are 
merely used as examples. 

2 DEFINITION OF THE SOFTWARE REQUIREMENTS 
KNOWLEDGE AREA 

This section provides an overview of requirements 
engineering in which: 
♦ the notion of a ‘requirement’ is defined;  
♦ motivations for systems are identified and their 

relationship to requirements is discussed;  
♦ a generic process for analysis of requirements is 

described, followed by a discussion of why, in 
practice, organisations often deviate from this process; 
and  

♦ the deliverables of the requirements engineering 
process and the need to manage requirements are 
described.  

This overview is intended to provide a perspective or 
‘viewpoint’ on the knowledge area that complements the 
one in Section 3 – Breakdown of topics for the Software 
Requirements Knowledge Area. 

2.1 What is a requirement? 

At its most basic, a requirement is a property that must be 
exhibited in order to solve some problem of the real world 
[Pfl98, Kot00, Som01, Tha97]. This document refers to 
requirements on ‘systems’ rather than ‘solutions’ because it 
is concerned with problems that have software-based 
solutions. Hence, a requirement is a property that must be 
exhibited by a system developed or adapted to solve a 
particular problem. The problem may be to automate part 
of a task of someone who will use the system, to support 
the business processes of the organisation that has 
commissioned the system, to correct shortcomings of an 
existing system, to control a device and many more. The 
functioning of users, business processes and devices are 
typically complex. By extension, therefore, the 
requirements on a system are typically a complex 
combination of requirements from different people at 
different levels of an organisation and from the 
environment in which the system must operate. 
Requirements vary in intent and in the kinds of properties 
they represent. A distinction can be drawn between product 
parameters and process parameters. Product parameters 
are requirements on the system to be developed and can be 
further classified as [Kot00, Som97]: 
♦ Functional requirements on the system such as 

formatting some text or modulating a signal. 
Functional requirements are sometimes known as 
capabilities. 

♦ Non-functional requirements that act to constrain the 
solution. Non-functional requirements are sometimes 

known as constraints or quality requirements. They 
can be further classified according to whether they are 
(for example) performance requirements, 
maintainability requirements, safety requirements, 
reliability requirements, electro-magnetic 
compatibility requirements and many other types of 
requirements. 

A process parameter is essentially a constraint on the 
development of the system (e.g. ‘the software shall be 
written in Ada’). These are sometimes known as process 
requirements. 
Requirements must be stated clearly and unambiguously 
and, where appropriate, quantitatively. It is important to 
avoid vague and unverifiable requirements that depend for 
their interpretation on subjective judgement (‘the system 
shall be reliable’, ‘the system shall be user-friendly’). This 
is particularly important for non-functional requirements. 
Two examples of quantified requirements are: that a system 
must increase a call-center’s throughput by 20%; and a 
requirement that a system shall have a probability of 
generating a fatal error during any hour of operation of less 
than 1 * 10-8. The throughput requirement is at a very high 
level and will need to be used to derive a number of 
detailed requirements. The reliability requirement will 
tightly constrain the system architecture [Dav93, Som01].  
Some requirements are emergent properties. That is, 
requirements that can’t be addressed by a single 
component, but which depend for their satisfaction on how 
all the system components inter-operate. The throughput 
requirement for a call-centre given above would, for 
example, depend upon how the telephone system, 
information system and the operators all interacted under 
actual operating conditions. Emergent properties are 
crucially dependent upon the system architecture.  
An essential property of all requirements is that they should 
be verifiable. It may be difficult or costly to verify certain 
requirements. For example, verification of the throughput 
requirement on the call-center may necessitate the 
development of simulation software. The requirements 
engineering and V&V personnel must ensure that the 
requirements can be verified within the available resource 
constraints. 
Some requirements generate implicit process requirements. 
The choice of verification method is one example. Another 
might be the use of particularly rigorous analysis 
techniques (such as formal specification methods) to reduce 
systemic errors that can lead to inadequate reliability. 
Process requirements may also be imposed directly by the 
development organization, their customer, or a third party 
such as a safety regulator. 
Requirements have other attributes in addition to the 
behavioural property that they express. Common examples 
include a priority rating to enable trade-offs in the face of 
finite resources and a status value to enable project progress 
to me monitored. Every requirement must be uniquely 
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identified so that they can be subjected to configuration 
control and managed over the entire system life cycle. 

2.2 System requirements and process drivers 

The literature on requirements engineering sometimes calls 
system requirements “user requirements”. We prefer a 
restricted definition of the term user requirements in which 
they denote the requirements of the people who will be the 
system customers or end-users. System requirements, by 
contrast, are inclusive of user requirements, requirements of 
other stakeholders (such as regulatory authorities) and 
requirements that do not have an identifiable human source. 
Typical examples of system stakeholders include (but are 
not restricted to): 
♦ Users – the people who will operate the system. Users 

are often a heterogeneous group comprising people 
with different roles and requirements. 

♦ Customers – the people who have commissioned the 
system or who represent the system’s target market. 

♦ Market analysts – a mass-market product will not 
have a commissioning customer so marketing people 
are often needed to establish what the market needs 
and to act as proxy customers. 

♦ Regulators – many application domains such as 
banking and public transport are regulated. Systems in 
these domains must comply with the requirements of 
the regulatory authorities. 

♦ System developers – these have a legitimate interest in 
profiting from developing the system by, for example, 
reusing components in different products. If, in this 
scenario, a customer of a particular product has 
specific requirements that compromise the potential 
for component reuse, the developer must carefully 
weigh their own stake against those of the customer. 
For mass-market products, the developer is often the 
primary stakeholder because they wish to maintain the 
product in as large a market as possible for as long as 
possible. 

In addition to these human sources of requirements, 
important system requirements often derive from other 
devices or systems in the environment, which require some 
services of the system or act to constrain the system, or 
even from fundamental characteristics of the application 
domain [Lou95, Tha97]. For example, a business system 
may be required to inter-operate with a legacy database and 
many military systems have to be tolerant of high levels of 
electro-magnetic radiation. We talk of ‘eliciting’ 
requirements but in practice the requirements engineer has 
to systematically extract and inventory the requirements 
from a combination of human stakeholders, the system’s 
environment, feasibility studies, market analyses, business 
plans, analyses of competing products and domain 
knowledge [Som97]. 

The elicitation and analysis of system requirements needs 
to be driven by the need to achieve the overall project aims. 
To provide this focus, a business case should be made 
which clearly defines the benefits that the investment must 
deliver. These should act as a ‘reality check’ that can be 
applied to the system requirements to ensure that project 
focus does not drift. Where there is any doubt about the 
technical, operational or financial viability of the project, a 
feasibility analysis should be conducted. This is designed to 
identify project risks and assess the extent to which they 
threaten the system’s viability. Risks should be documented 
in the project management plan. 
Typical risks include the ability to satisfy non-functional 
requirements such as performance, or the availability of 
off-the-shelf components. In some specialised domains, it 
may be necessary to design simulations to generate data to 
enable an assessment of the project risks to be made. In 
domains such as public transport where safety is an issue, a 
hazard analysis should be conducted from which safety 
requirements can be identified. 

2.3 Overview of requirements analysis 

Once the aims of the project have been established, the 
work of eliciting, analysing and validating the system 
requirements can commence. This is crucial to gaining a 
clear understanding of the problem for which the system is 
to provide a solution and its likely cost [Tha97].  
The requirements engineer must strive for completeness by 
ensuring that all the relevant sources of requirements are 
identified and consulted. It will usually be infeasible to 
consult everyone. There may be many of users of a large 
system, for example. However, representative examples of 
each class of system stakeholder should be identified and 
consulted. Although individual stakeholders will be 
authoritative about aspects of the system that represent their 
interests or expertise, the requirements engineer has the 
responsibility to create the ‘big picture’ to permit for the 
assurance of completeness with all individual stakeholders.  
Elicitation of the stakeholders’ requirements is rarely easy 
and the requirements engineer has to learn a range of 
techniques for helping people articulate how they do their 
jobs and what would help them do their jobs better. There 
are many social and political issues that can affect 
stakeholders’ requirements and their ability or willingness 
to articulate them and it is necessary to be sensitive to them 
[Gog93]. In many cases, it is necessary to provide a 
contextual framework that serves to focus the consultation; 
to help the stakeholder identify what is possible and help 
the requirements engineer verify their understanding. 
Exposing the stakeholders to prototypes may help, and 
these don’t necessarily have to be high fidelity. A series of 
rough sketches on a flip chart can sometimes serve the 
same purpose as a software prototype, whilst avoiding the 
pitfalls of distraction caused by cosmetic features of the 
software. Walking the stakeholder through a small number 
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of scenarios representing sequences of events in the 
application domain can also help the stakeholder and 
requirements engineer to explore the key factors affecting 
the requirements. 
Once identified, the system requirements should be 
validated by the stakeholders and trade-offs negotiated 
before further resources are committed to the project. To 
enable validation, the system requirements are normally 
kept at a high level and expressed in terms of the 
application domain rather than in technical terms. Hence 
the system requirements for an Internet book store will be 
expressed in terms of books, authors, warehousing and 
credit card transactions, not in terms of the communication 
protocols, or key distribution algorithms that may form part 
of the solution. Too much technical detail at this stage 
obscures the essential characteristics of the system viewed 
from the perspective of its customer and users. 
Some system requirements may not be satisfiable. Some 
may be technically infeasible, others may be too costly to 
implement and some will be mutually incompatible. The 
requirements engineer must analyse the requirements to 
understand their implications and how they interact. They 
must be prioritised and their costs estimated. The goal is to 
identify the scope of the system and a ‘baseline’ set of 
system requirements that is feasible and acceptable. This 
may necessitate helping stakeholders whose requirements 
conflict (with each other or with cost or other constraints) 
to negotiate acceptable trade-offs. 
To help the analysis of the system requirements, conceptual 
models of the system are constructed. These aid 
understanding of the logical partitioning of the system, its 
context in the operational environment and the data and 
control communications between the logical entities. In 
general, a mix of static (e.g. an object model) and dynamic 
(e.g. event traces and state diagrams) should be developed 
to explore different aspects of the system and it’s problem 
domain. However, the choice of which aspects to model is 
conditioned by the nature of the problem domain. 
The system requirements must be analysed in the context of 
all the applicable constraints. Constraints come from many 
sources, such as the business environment, the customer’s 
organizational structure and the system’s operational 
environment. They include budget, schedule, technical 
(non-functional requirements), regulatory and other 
constraints. Hence, the requirements engineer’s job is not 
restricted to eliciting stakeholders’ requirements, but 
includes making assessments of their feasibility. 
Requirements that are clearly infeasible should be rejected 
and the reason for rejection recorded. Requirements that are 
merely suspected of being infeasible are more difficult. A 
feasibility study may be justified if, for example, a doubtful 
requirement is strongly advocated by stakeholders [Kot00, 
Lou95]. 
Project resources should be focused on the most important 
priority requirements. In principle, the requirements should 
be both necessary and sufficient – there should be nothing 

left out or anything that doesn’t need to be included. 
Achieving this is, of course, difficult. The absence of 
important requirements information can only be detected by 
rigorous analysis. Similarly, it may take considerable effort 
to reach consensus on requirement priorities because one 
stakeholder’s essential requirement may have only 
cosmetic value to another. In practice, the existence of 
sufficient resources will allow some non-essential 
requirements to be satisfied, while insufficient resources 
may force even strongly advocated requirements to be 
excluded. Regardless of how the baseline is identified, 
requirements and V&V personnel must derive acceptance 
tests that will assure compliance with the requirements 
before delivery or release of the product. 
Eventually, a complete and coherent set of system 
requirements will emerge as the result of the analysis 
process. At this point, the principal areas of functionality 
should be clear. Subsystems or components are defined to 
handle each principle area of functionality. The system 
requirements are then allocated or distributed to 
subsystems/components. 
This activity of partitioning and allocation is part of 
architectural design. Architectural design is a skill that is 
driven by many factors such as the recognition of reusable 
architectural ‘patterns’ or the existence of off-the shelf 
components. Derivation of the system architecture 
represents a major milestone in the project and it is crucial 
to get the architecture right. In particular, the interaction of 
the system components crucially affects the extent to which 
the system will exhibit the desired emergent properties. At 
this point, the system requirements and system architecture 
are documented, reviewed and ‘signed off’ as the baseline 
for subsequent development, project planning and cost 
estimation. 
Except in small-scale systems, it is generally infeasible for 
software developers to begin detailed design of system 
components from the system requirements document. The 
requirements allocated to components that are complex 
systems in themselves will need to undergo further cycles 
of analysis in order to add more detail, and to interpret the 
domain-oriented system requirements for developers who 
may lack sufficient knowledge of the application domain to 
interpret them correctly. Hence, a number of detailed 
technical requirements are typically derived from each 
high-level system requirement. It is crucial to record and 
maintain this derivation to enable requirements to be traced. 
Tracing is crucial to requirements management because it 
allows, for example, the impact of any subsequent changes 
to the requirements to be assessed.  
Refinement of the requirements and system architecture is 
where requirements engineering merges with software 
design. There is no clear-cut boundary but it is rare for 
requirements analysis to continue beyond 2 or 3 levels of 
architectural decomposition before responsibility is handed 
over to the design teams for the individual components. 
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2.4 Requirements engineering in practice 

The overview of requirements analysis given in section 2.3 
described the process of eliciting and analysing 
requirements and deriving the system architecture as if it 
was a linear sequence of activities. This is an idealised view 
of the process. This section examines some reasons why a 
linear process is seldom practicable in the context of real 
software projects. 
There is a general pressure in the software industry for 
ever-shorter development cycles, and this is particularly 
pronounced in highly competitive market-driven sectors. 
Moreover, most projects are constrained in some way by 
their environment and many are upgrades to or revisions of 
existing systems where the system architecture is a given. 
In practice, therefore, it is almost always impractical to 
implement requirements engineering as a linear, 
deterministic process where system requirements are 
elicited from the stakeholders, baselined, allocated and 
handed over to the software development team. It is 
certainly a myth that the requirements for large systems are 
ever perfectly understood or perfectly specified [Som97].  
Instead, requirements typically iterate toward a level of 
quality and detail that is sufficient to permit design and 
procurement decisions to me made. In some projects, this 
may result in the requirements being baselined before all 
their properties are fully understood. This risks expensive 
rework if problems emerge late in the development process. 
However, requirements engineers are necessarily 
constrained by project management plans and must 
therefore take steps to ensure that the requirements’ quality 
is as high as possible given the available resources. They 
should, for example, make explicit any assumptions that 
underpin the requirements, and any known problems. 
Even where requirements engineering is well resourced, the 
level of analysis will seldom be uniformly applied. For 
example, early in the analysis process experienced 
engineers are often able to identify where existing or off-
the-shelf solutions can be adapted to the implementation of 
system components. The requirements allocated to these 
need not be elaborated further, while others, for which a 
solution is less obvious, may need to be subjected to further 
analysis. Critical requirements, such as those concerned 
with public safety, must always be analyzed rigorously.  
In almost all cases requirements understanding continues to 
evolve as design and development proceeds. This often 
leads to the revision of requirements late in the life cycle. 
Perhaps the most crucial point of understanding about 
requirements engineering is that a significant proportion of 
the requirements will change. This is sometimes due to 
errors in the analysis, but it is frequently an inevitable 
consequence of change in the ‘environment’: the 
customer’s operating or business environment; or in the 
market into which the system must sell, for example. 
Whatever the cause, it is important to recognise the 
inevitability of change and adopt measures to mitigate the 

effects of change. Change has to be managed by ensuring 
that proposed changes go through a defined review and 
approval process, and by applying careful requirements 
tracing, impact analysis and version management. Hence, 
the requirements engineering process is not merely a front-
end task to software development, but spans the whole 
development life cycle. In a typical project the activities of 
the requirements engineer evolve over time from elicitation 
to change management. 

2.5 Products and deliverables 

Good requirements engineering requires that the products 
of the process - the deliverables - are defined. The most 
fundamental of these in requirements engineering is the 
requirements document. This often comprises two separate 
documents (an architecture description may also be 
developed at this stage - see the knowledge area description 
for software design): 
A document that specifies the system requirements. This is 
sometimes known as the requirements definition document, 
user requirements document or, as defined by IEEE std 
1362-1998, the concept of operations (ConOps) document. 
This document serves to define the high-level system 
requirements from the stakeholders’ perspective(s). It also 
serves as a vehicle for validating the system requirements. 
Its readership includes representatives of the system 
stakeholders. It must therefore be couched in terms of the 
customer’s domain. In addition to a list of the system 
requirements, the requirements definition needs to include 
background information such as statements of the overall 
objectives for the system, a description of its target 
environment and a statement of the constraints and non-
functional requirements on the system. It may include 
conceptual models designed to illustrate the system context, 
usage scenarios, the principal domain entities, and data, 
information and work flows [Tha97].  
A document that specifies the software requirements. This 
is sometimes known as the software requirements 
specification (SRS). The purpose and readership of the SRS 
is somewhat different than the requirements definition 
document. In crude terms, the SRS documents the detailed 
requirements derived from the system requirements, and 
which have been allocated to software. The non-functional 
requirements in the requirements definition should have 
been elaborated and quantified. The principal readership of 
the SRS can be assumed to have some knowledge of 
software engineering concepts. This can be reflected in the 
language and notations used to describe the requirements, 
and in the detail of models used to illustrate the system. For 
custom software, the SRS may form the basis of a contract 
between the developer and customer [Kot00, Tha97]. 
Requirements documents must be structured so as to 
minimize the effort needed to read and locate information 
within them. Failure to achieve this reduces the likelihood 
that the system will conform to the requirements. It also 
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hinders the ability to make controlled changes to the 
document as the system and its requirements evolve over 
time. Standards such as IEEE std 1362-1998 and IEEE std 
830-1998 provide templates for requirements documents. 
Such standards are intended to be generic and need to be 
tailored to the context in which they are used. 
Care must also be taken to describe requirements as 
precisely as possible. Requirements are usually written in 
natural language but in the SRS this may be supplemented 
by formal or semi-formal descriptions. Selection of 
appropriate notations permits particular requirements and 
aspects of the system architecture to be described more 
precisely and concisely than natural language. The general 
rule is that notations should be used that allow the 
requirements to be described as precisely as possible. This 
is particularly crucial for safety-critical and certain other 
types of dependable systems. However, the choice of 
notation is often constrained by the training, skills and 
preferences of the document’s authors and readers. 
Natural language has many serious shortcomings as a 
medium for description. Among the most serious are that it 
is ambiguous and hard to describe complex concepts 
precisely. Formal notations such as Z or CSP avoid the 
ambiguity problem because their syntax and semantics are 
formally defined. However, such notations are not 
expressive enough to adequately describe every system 
aspect. Natural language, by contrast, is extraordinarily rich 
and able to describe, however imperfectly, almost any 
concept or system property. A natural language is also 
likely to be the document author and readerships’ only 
lingua franca. Because natural language is unavoidable, 
requirements engineers must be trained to use language 
simply, concisely and to avoid common causes of mistaken 
interpretation. These include: 
♦ long sentences with complex sub-clauses; 
♦ the use of terms with more than one plausible 

interpretation (ambiguity); 
♦ presenting several requirements as a single 

requirement; 
♦ inconsistency in the use of terms such as the use of 

synonyms. 
To counteract these problems, requirements descriptions 
often adopt a stylized form and use a restricted subset of a 
natural language. It is good practice, for example, to 
standardize on a small set of modal verbs to indicate 
relative priorities. For example, ‘shall’ is commonly used to 
indicate that a requirement is mandatory, and ‘should’ to 
indicate a requirement that is merely desirable. Hence, the 
requirement ‘The emergency breaks shall be applied to 
bring the train to a stop if the nose of the train passes a 
signal at DANGER’ is mandatory. 
The requirements documents(s) must be subject to 
validation and verification procedures. The requirements 
must be validated to ensure that the requirements engineer 

has understood the requirements. It is also important to 
verify that a requirements document conforms to company 
standards, and is understandable, consistent and complete. 
Formal notations offer the important advantage that they 
permit the last two properties to be proven (in a restricted 
sense, at least). The document(s) should be subjected to 
review by different stakeholders including representatives 
of the customer and developer. Crucially, requirements 
documents must be placed under the same configuration 
management regime as the other deliverables of the 
development process [Byr94, Ros98]. 
The requirements document(s) are only the most visible 
manifestation of the requirements. They exclude 
information that is not required by the document 
readership. However this other information is needed in 
order to manage them. In particular, it is essential that 
requirements are traced. 
One method for tracing requirements is through the 
construction of a directed acyclic graph (DAG) that records 
the derivation of requirements and provides audit trails of 
requirements. As a minimum, requirements need to be 
traceable backwards to their source (e.g. from a software 
requirement back to the system requirement(s) from which 
it was elaborated), and forwards to the design or 
implementation artifacts that implement them (e.g. from a 
software requirement to the design document for a 
component that implements it). Tracing allows the 
requirements to be managed. In particular, it allows an 
impact analysis to be performed for a proposed change to 
one of the requirements. 
Modern requirements management tools help maintain 
tracing information. They typically comprise a database of 
requirements and a graphical user interface: 
♦ to store the requirement descriptions and attributes;  
♦ to allow the trace DAGs to be generated 

automatically;  
♦ to allow the propagation of requirements changes to 

be depicted graphically;  
♦ to generate reports on the status of requirements (such 

as whether they have been analysed, approved, 
implemented, etc.);  

♦ to generate requirements documents that conform to 
selected standards; 

♦ and to apply configuration management to the 
requirements. 

It should be noted that not every organisation has a culture 
of documenting and managing requirements. It is common 
for dynamic start-up companies which are driven by a 
strong ‘product vision’ and limited resources to view 
requirements documentation as an unnecessary overhead. 
Inevitably, however, as these companies expand, as their 
customer base grows and as their product starts to evolve, 
they discover that they need to recover the requirements 
that motivated product features in order to assess the impact 
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of proposed changes. Hence, requirements documentation 
and management are fundamental to the any requirements 
engineering process. 

3 BREAKDOWN OF TOPICS FOR SOFTWARE 
REQUIREMENTS  

The knowledge area breakdown we have chosen is broadly 
compatible with the sections of ISO/IEC 12207-1995 that 
refer to requirements engineering activities. This standard 
views the software process at 3 different levels as primary, 
supporting and organizational life cycle processes. In order 
to keep the breakdown simple, we conflate this structure 
into a single life cycle process for requirements 
engineering. The separate topics that we identify include 
primary life cycle process activities such as requirements 
elicitation and requirements analysis, along with 
requirements engineering-specific descriptions of 
management and, to a lesser degree, organizational 
processes. Hence, we identify requirements validation and 
requirements management as separate topics.  
We are aware that a risk of this breakdown is that a 
waterfall-like process may be inferred. To guard against 

this, the first topic, the requirements engineering process, is 
designed to provide a high-level overview of requirements 
engineering by setting out the resources and constraints that 
requirements engineering operates under and which act to 
configure the requirements engineering process.  
There are, of course, many other ways to structure the 
breakdown. For example, instead of a process-based 
structure, we could have used a product-based structure 
(system requirements, software requirements, prototypes, 
use-cases, etc.). We have chosen the process-based 
breakdown to reflect the fact that requirements engineering, 
if it is to be successful, must be considered as a process 
with complex, tightly coupled activities (both sequential 
and concurrent) rather than as a discrete, one-off activity at 
the outset of a software development project. The 
breakdown is compatible with that used by many of the 
works in the recommended reading list (Appendices C and 
D). See section 4. for an itemised rationale for the 
breakdown. 
The breakdown comprises 6 topics as shown in Table 1 
[Kot00, Lou95, Tha97]. 
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Figure 1 shows conceptually, how these activities comprise 
an iterative requirements engineering process. The different 
activities in requirements engineering are repeated until an 
acceptable requirements specification document is 
produced or until external factors such as schedule pressure 
or lack of resources cause the requirements engineering 

process to terminate. It is important to note that terminating 
the requirements engineering process prematurely can have 
a detrimental effect on the system design. After a final 
requirements document has been produced, any further 
changes become part of the requirements management 
process. 

 

Figure 1 A spiral model of the requirements engineering process 

3.1 The requirements engineering process 

This section introduces the requirements engineering 
process, orienting the remaining 5 topics and showing how 
requirements engineering dovetails with the overall 
software engineering process. 

3.1.1 Process models. 

The objective of this subtopic is to provide an 
understanding that the requirements engineering process: 
♦ is not a discrete front-end activity of the software life 

cycle, but rather, a process that is initiated at the 
beginning of a project and continues to be refined 
throughout the life cycle of the software process; 

♦ must identify requirements as configuration items, and 
manage them under the same configuration regime as 
other products of the development process; 

♦ will need to be tailored to the organisation and project 
context. 

In particular, the subtopic is concerned with how the 
activities of elicitation, analysis, specification, validation 

and management are configured for different types of 
project and constraints. The subtopic is also with activities 
that provide input to the requirements engineering process 
such as marketing and feasibility studies. 

3.1.2 Process actors. 

This subtopic introduces the roles of the people who 
participate in the requirements engineering process. 
Requirements engineering is fundamentally 
interdisciplinary and the requirements engineer needs to 
mediate between the domains of the user and software 
engineering. There are often many people involved besides 
the requirements engineer, each of whom have a stake in 
the system. The stakeholders will vary across different 
projects but always includes users/operators and customer 
(who need not be the same) [Gog93]. These need not be 
homogeneous groups because there may be many users and 
many customers, each with different concerns. There may 
also be other stakeholders who are external to the 
user’s/customer’s organisation, such as regulatory 
authorities, whose requirements need to be carefully 
analysed. The system/software developers are also 
stakeholders because they have a legitimate interest in 
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profiting from the system. Again, these may be a 
heterogeneous group in which (for example) the system 
architect has different concerns from the system tester. 
It will not be possible to perfectly satisfy the requirements 
of every stakeholder and the requirements engineer’s job is 
to negotiate a compromise that is both acceptable to the 
principal stakeholders and within budgetary, technical, 
regulatory and other constraints. A prerequisite for this is 
that all the stakeholders are indentified, the nature of their 
‘stake’ is analysed and their requirements are elicited. 

3.1.3 Process support and management. 

This subtopic introduces the project management resources 
required and consumed by the requirements engineering 
process. This topic merely sets the context for topic 3 
(Initiation and scope definition) of the software 
management KA. Its principal purpose is to make the link 
from process activities identified in 3.1.1 to issues of cost, 
human resources, training and tools. 

3.1.4 Process quality and improvement. 

This subtopic is concerned with requirements engineering 
process quality assessment. Its purpose is to emphasize the 
key role requirements engineering plays in terms of the 
cost, timeliness and customer satisfaction of software 
products [Som97]. It will help to orient the requirements 
engineering process with quality standards and process 
improvement models for software and systems. Process 
quality and improvement is closely related to the software 
quality KA and the software process KA. Of particular 
interest are issues of software quality attributes and 
measurement, and software process definition. This 
subtopic covers: 
� requirements engineering coverage by process 

improvement standards and models; 
� requirements engineering measures and benchmarking; 
� improvement planning and implementation 
 

Table 2 shows the links to common themes in other KAs. 
 

Links to common themes  
Quality The process quality and improvement subtopic is concerned with quality. It 

contains links to SPI standards such as the software and systems engineering 
capability maturity models, the forthcoming ISO/IEC 15504 and ISO 9001-3 
guideline. Requirements engineering process is at best peripheral to these and 
the only work to address requirements engineering processes specifically, is the 
requirements engineering good practice guide [Som97]. 

Standards SPI models/standards as described in the quality theme above. In addition, the 
life cycle software engineering standard ISO/IEC 12207-1995 describes 
requirements engineering activities in the context of the primary, supporting 
and organizational life cycle processes for software. 

Measurement At the process level, requirements measures tend to be relatively coarse-grained 
and concerned with (e.g.) counting numbers of requirements and numbers and 
effects of requirements changes. If these indicate room for improvement (as 
they inevitably will) it is possible to measure the extent and rigour with which 
requirements ‘good practice’ is used in a process. These measures can serve to 
highlight process weaknesses that should be the target improvement efforts. 

Tools General project management tools. Refer to the software management KA.  

Table 2 Process quality links to other KAs 
 

3.2 Requirements elicitation 

This topic covers what is sometimes termed ‘requirements 
capture’, ‘requirements discovery’ or ‘requirements 
acquisition’. It is concerned with where requirements come 
from and how they can be collected by the requirements 
engineer. Requirements elicitation is the first stage in 
building an understanding of the problem the software is 
required to solve. It is fundamentally a human activity and 
is where the stakeholders are identified and relationships 
established between the development team (usually in the 
form of the requirements engineer) and the customer. 

3.2.1 Requirements sources 

In a typical system, there will be many sources of 
requirements and it is essential that all potential sources are 
identified and evaluated for their impact on the system. 
This subtopic is designed to promote awareness of different 
requirements sources and frameworks for managing them. 
The main points covered are: 
� Goals. The term ‘Goal’ (sometimes called ‘business 

concern’ or ‘critical success factor’) refers to the 
overall, high-level objectives of the system. Goals 
provide the motivation for a system but are often 
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vaguely formulated. Requirements engineers need to 
pay particular attention to assessing the value (relative 
to priority) and cost of goals. A feasibility study is a 
relatively low-cost way of doing this [Lou95]. 

� Domain knowledge. The requirements engineer needs 
to acquire or to have available knowledge about the 
application domain. This enables them to infer tacit 
knowledge that the stakeholders do not articulate, 
assess the trade-offs that will be necessary between 
conflicting requirements and sometimes to act as a 
‘user’ champion. 

� System stakeholders (see 3.1.2). Many systems have 
proven unsatisfactory because they have stressed the 
requirements for one group of stakeholders at the 
expense of others. Hence, systems are delivered that 
are hard to use or which subvert the cultural or political 
structures of the customer organisation. The 
requirements engineer needs to identify represent and 
manage the ‘viewpoints’ of many different types of 
stakeholder [Kot00]. 

� The operational environment. Requirements will be 
derived from the environment in which the software 
will execute. These may be, for example, timing 
constraints in a real-time system or interoperability 
constraints in an office environment. These must be 
actively sought because they can greatly affect system 
feasibility, cost, and restrict design choices [Tha97]. 

� The organizational environment. Many systems are 
required to support a business process and this may be 
conditioned by the structure, culture and internal 
politics of the organisation. The requirements engineer 
needs to be sensitive to these since, in general, new 
software systems should not force unplanned change to 
the business process. 

3.2.2 Elicitation techniques 

When the requirements sources have been identified the 
requirements engineer can start eliciting requirements from 
them. This subtopic concentrates on techniques for getting 
human stakeholders to articulate their requirements. This is 
a very difficult area and the requirements engineer needs to 
be sensitized to the fact that (for example) users may have 
difficulty describing their tasks, may leave important 
information unstated, or may be unwilling or unable to 
cooperate. It is particularly important to understand that 
elicitation is not a passive activity and that even if 
cooperative and articulate stakeholders are available, the 
requirements engineer has to work hard to elicit the right 
information. A number of techniques will be covered, but 
the principal ones are [Gog93]: 

� Interviews. Interviews are a ‘traditional’ means of 
eliciting requirements. It is important to understand the 
advantages and limitations of interviews and how they 
should be conducted. 

� Scenarios. Scenarios are valuable for providing context 
to the elicitation of users’ requirements. They allow the 
requirements engineer to provide a framework for 
questions about users’ tasks by permitting ‘what if?’ 
and ‘how is this done?’ questions to be asked. There is 
a link to 3.3.2. (conceptual modeling) because recent 
modeling notations have attempted to integrate 
scenario notations with object-oriented analysis 
techniques. 

� Prototypes. Prototypes are a valuable tool for clarifying 
unclear requirements. They can act in a similar way to 
scenarios by providing a context within which users 
better understand what information they need to 
provide. There is a wide range of prototyping 
techniques, which range from paper mock-ups of 
screen designs to beta-test versions of software 
products. There is a strong overlap with the use of 
prototypes for requirements validation (3.5.2). 

� Facilitated meetings. The purpose of these is to try to 
achieve a summative effect whereby a group of people 
can bring more insight to their requirements than by 
working individually. They can brainstorm and refine 
ideas that may be difficult to surface using (e.g.) 
interviews. Another advantage is that conflicting 
requirements are surfaced early on in a way that lets 
the stakeholders recognise where there is conflict. At 
its best, this technique may result in a richer and more 
consistent set of requirements than might otherwise be 
achievable. However, meetings need to be handled 
carefully (hence the need for a facilitator) to prevent a 
situation where the critical abilities of the team are 
eroded by group loyalty, or the requirements reflecting 
the concerns of a few vociferous (and perhaps senior) 
people to the detriment of others. 

� Observation. The importance of systems’ context 
within the organizational environment has led to the 
adaptation of observational techniques for 
requirements elicitation. The requirements engineer 
learns about users’ tasks by immersing themselves in 
the environment and observing how users interact with 
their systems and each other. These techniques are 
relatively new and expensive but are instructive 
because they illustrate that many user tasks and 
business processes are too subtle and complex for their 
actors to describe easily. 
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Table 3 shows the elicitation techniques links to common themes in other KAs. 
 

Links to common themes  
Quality The quality of requirements elicitation has a direct effect on product quality. 

The critical issues are to recognise the relevant sources, to strive to avoid 
missing important requirements and to accurately report the requirements.  

Measurement Very little work on measurement of requirements elicitation has been carried 
out. 

Table 3 Elicitation techniques links to other KAs 

3.3 Requirements analysis 

This subtopic is concerned with the process of analysing 
requirements to: 
� detect and resolve conflicts between requirements; 
� discover the bounds of the system and how it must 

interact with its environment; 
� elaborate system requirements to software 

requirements. 
The traditional view of requirements analysis was to reduce 
it to conceptual modeling using one of a number of analysis 
methods such as SADT or OOA. While conceptual 
modeling is important, we include the classification of 
requirements to help inform trade-offs between 
requirements (requirements classification), and the process 
of establishing these trade-offs (requirements negotiation) 
[Dav93]. 

3.3.1 Requirements classification 

There is a strong overlap between requirements 
classification and requirements attributes (3.6.2). 
Requirements can be classified on a number of dimensions. 
Examples include: 
� Whether the requirement is functional or non-

functional (see 2.1). 
� Whether the requirement is derived from one or more 

high-level requirements, an emergent property (see 
2.1), or at a high level and imposed directly on the 
system by a stakeholder or some other source. 

� Whether the requirement is on the product or the 
process. Requirements on the process constrain, for 
example, the choice of contractor, the development 
practices to be adopted, and the standards to be 
adhered to. 

� The requirement priority. In general, the higher the 
priority, the more essential the requirement is for 
meeting the overall goals of the system. Often 
classified on a fixed point scale such as mandatory, 
highly desirable, desirable, optional. Priority often has 
to be balanced against cost of development and 
implementation. 

� The scope of the requirement. Scope refers to the 
extent to which a requirement affects the system and 
system components. Some requirements, particularly 
certain non-functional ones, have a global scope in that 
their satisfaction cannot be allocated to a discrete 
component. Hence a requirement with global scope 
may strongly affect the system architecture and the 
design of many components, one with a narrow scope 
may offer a number of design choices with little impact 
on the satisfaction of other requirements. 

� Volatility/stability. Some requirements will change 
during the life cycle of the software and even during 
the development process itself. It is useful if some 
estimate of the likelihood of a requirement changing 
can be made. For example, in a banking application, 
requirements for functions to calculate and credit 
interest to customers’ accounts are likely to be more 
stable than a requirement to support a particular kind 
of tax-free account. The former reflect a fundamental 
feature of the banking domain (that accounts can earn 
interest), while the latter may be rendered obsolete by a 
change to government legislation. Flagging 
requirements that may be volatile can help the software 
engineer establish a design that is more tolerant of 
change. 

Other classifications may be appropriate, depending upon 
the development organization’s normal practice and the 
application itself. 

3.3.2 Conceptual modeling  

The development of models of the problem is fundamental 
to requirements analysis (see 2.3). The purpose is to aid 
understanding of the problem rather than to initiate design 
of the solution. Hence, conceptual models comprise models 
of entities from the problem domain configured to reflect 
their real-world relationships and dependencies. 
There are several kinds of models that can be developed. 
These include data and control flows, state models, event 
traces, user interactions, object models and many others. 
The factors that influence the choice of model include: 
� The nature of the problem. Some types of application 

demand that certain aspects be analysed particularly 
rigorously. For example, control flow and state models 
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are likely to be more important for real-time systems 
than for an information system. 

� The expertise of the requirements engineer. It is often 
more productive to adopt a modeling notation or 
method that the requirements engineer has experience 
with. However, it may be appropriate or necessary to 
adopt a notation that is better supported by tools, 
imposed as a process requirement (see 3.3.1), or 
simply ‘better’ 

� The process requirements of the customer. Customers 
may impose a particular notation or method on the 
requirements engineer. This can conflict with the 
previous factor. 

� The availability of methods and tools. Notations or 
methods that are poorly supported by training and tools 
may not reach widespread acceptance even if they are 
suited to particular types of problem. 

Note that in almost all cases, it is useful to start by building 
a model of the system context. The system context provides 
an understanding between the intended system and its 
external environment. This is crucial to understanding the 
system’s context in its operational environment and to 
identify its interfaces to the environment. 
The issue of modeling is tightly coupled with that of 
methods. For practical purposes, a method is a notation (or 
set of notations) supported by a process that guides the 
application of the notations. Methods and notations come 
and go in fashion. Object-oriented notations are currently in 
vogue but the issue of what is the ‘best’ notation is seldom 
clear. There is little empirical evidence to support claims 
for the superiority of one notation over another. 
Formal modeling using notations based upon discrete 
mathematics and which are tractable to logical reasoning 
have made an impact in some specialized domains. These 
may be imposed by customers or standards or may offer 
compelling advantages to the analysis of certain critical 
functions or components. 
This topic does not seek to ‘teach’ a particular modeling 
style or notation but rather to provide guidance on the 
purpose and intent of modeling. 

3.3.3 Architectural design and requirements allocation 

At some point the architecture of the solution must be 
derived. Architectural design is the point at which 
requirements engineering overlaps with software or 
systems design and illustrates how impossible it is to 
cleanly decouple both tasks [Som01]. This subtopic is 
closely related to topic 2, in Chapter 3 (software 

architecture). In many cases, the requirements engineer acts 
as system architect because the process of analysing and 
elaborating the requirements demands that the subsystems 
and components that will be responsible for satisfying the 
requirements be identified. This is requirements allocation 
– the assignment of responsibility for satisfying 
requirements to subsystems. 
Allocation is important to permit detailed analysis of 
requirements. Hence, for example, once a set of 
requirements have been allocated to a component, they can 
be further analysed to discover requirements on how the 
component needs to interact with other components in 
order to satisfy the allocated requirements. In large 
projects, allocation stimulates a new round of analysis for 
each subsystem. As an example, requirements for a 
particular braking performance for a car (braking distance, 
safety in poor driving conditions, smoothness of 
application, pedal pressure required, etc.) may be allocated 
to the braking hardware (mechanical and hydraulic 
assemblies) and an anti-lock braking system (ABS). Only 
when a requirement for an anti-lock system has been 
identified, and the requirements are allocated to it can the 
capabilities of the ABS, the braking hardware and emergent 
properties (such as the car weight) be used to identify the 
detailed ABS software requirements. 
Architectural design is closely identified with conceptual 
modeling. The mapping from real-world domain entities to 
computational components not always obvious, so 
architectural design is identified as a separate sub-topic. 
The requirements of notations and methods are broadly the 
same for conceptual modeling and architectural design. 

3.3.4 Requirements negotiation 

Another name commonly used for this subtopic is ‘conflict 
resolution’. It is concerned with resolving problems with 
requirements where conflicts occur; between two 
stakeholders’ requiring mutually incompatible features, or 
between requirements and resources or between capabilities 
and constraints, for example [Kot00, Som97]. In most 
cases, it is unwise for the requirements engineer to make a 
unilateral decision so it is necessary to consult with the 
stakeholder(s) to reach a consensus on an appropriate trade-
off. It is often important for contractual reasons that such 
decisions are traceable back to the customer. We have 
classified this as a requirements analysis topic because 
problems emerge as the result of analysis. However, a 
strong case can also be made for counting it as part of 
requirements validation. 
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Table 4 shows the requirements negotiation links to common themes in other KAs. 
 

Links to common themes  
Quality The quality of the analysis directly affects product quality. In principle, the 

more rigorous the analysis, the more confidence can be attached to the software 
quality. 

Measurement Part of the purpose of analysis is to quantify required properties. This is 
particularly important for constraints such as reliability or safety requirements 
where suitable measures need to be identified to allow the requirements to be 
quantified and verified. 

Table 4 Requirements negotiation links to other KAs 

3.4 Software requirements specification 

This topic is concerned with the structure, quality and 
verifiability of the requirements document. This may take 
the form of two documents, or two parts of the same 
document with different readership and purposes (see 2.5): 
the requirements definition document and the software 
requirements specification. The topic stresses that 
documenting the requirements is the most fundamental 
precondition for successful requirements handling. 

3.4.1 The system requirements definition document 

This document (sometimes known as the user requirements 
document or concept of operations) records the system 
requirements. It defines the high-level system requirements 
from the domain perspective. Its readership includes 
representatives of the system users/customers (marketing 
may play these roles for market-driven software) so it must 
be couched in terms of the domain. It must list the system 
requirements along with background information about the 
overall objectives for the system, its target environment and 
a statement of the constraints, assumptions and non-
functional requirements. It may include conceptual models 
designed to illustrate the system context, usage scenarios, 
the principal domain entities, and data, information and 
workflows. 

3.4.2 The software requirements specification (SRS) 

The benefits of the SRS include: 
� It establishes the basis for agreement between the 

customers and contractors or suppliers (in market-
driven projects, these roles may be played by 
marketing and development divisions) on what the 
software product is to do and as well as what it is not 
expected do. For non-technical readership, the SRS is 
often accompanied by the requirements definition 
document. 

� It forces a rigorous assessment of requirements before 
design can begin and reduces later redesign. 

� It provides a realistic basis for estimating product 
costs, risks and schedules. 

� Organisations can use a SRS to develop their own 
validation and verification plans more productively. 

� Provides an informed basis for transferring a software 
product to new users or new machines. 

� Provides a basis for software enhancement  

3.4.3 Document structure and standards 

Several recommended guides and standards exist to help 
define the structure of requirements documentation. These 
include IEEE P1233/D3 guide, IEEE Std. 1233 guide, IEEE 
std. 830-1998, ISO/IEC 12119-1994. IEEE std 1362-1998 
concept of operations (ConOps) is a recent standard for a 
requirements definition document. 

3.4.4 Document quality 

This is one area where measures can be usefully employed 
in requirements engineering. There are tangible attributes 
that can be measured. Moreover, the quality of the 
requirements document can dramatically affect the quality 
of the product. 
A number of quality indicators have been developed that 
can be used to relate the quality of an SRS to other project 
variables such as cost, acceptance, performance, schedule, 
reproducibility etc. Quality indicators for individual SRS 
statements include imperatives, directives, weak phrases, 
options and continuances. Indicators for the entire SRS 
document include size, readability, specification depth and 
text structure [ Dav93, Ros98, Tha97]. 
There is a strong overlap with 3.5.1 (the conduct of 
requirements reviews). Table 5 shows the document quality 
links to common themes in other KAs. 
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Links to common themes  
Quality The quality of the requirements documents dramatically affects the quality of 

the product. 
Measurement Quality attributes of requirements documents can be identified and measured. 

See 3.4.4. 

Table 5 Document quality links to other KAs 
 

3.5 Requirements validation 

It is normal for there to be one or more formally scheduled 
points in the requirements engineering process where the 
requirements are validated. The aim is to pick up any 
problems before resources are committed to addressing the 
requirements. Requirements validation is concerned with 
the process of examining the requirements document to 
ensure that it defines the right system (i.e. the system that 
the user expects) [Kot00]. There are four important 
subtopics. 

3.5.1 The conduct of requirements reviews.  

Perhaps the most common means of validation is by 
inspection or formal reviews of the requirements 
document(s). A group of reviewers is constituted with a 
brief to look for errors, mistaken assumptions, lack of 
clarity and deviation from standard practice. The 
composition of the group that conducts the review is 
important (at least one representative of the customer 
should be included for a customer-driven project, for 
example) and it may help to provide guidance on what to 
look for in the form of checklists. 
Reviews may be constituted on completion of the system 
requirements definition document, the software 
requirements specification document, the baseline 
specification for a new release, etc. 

3.5.2 Prototyping. 

Prototyping is commonly employed for validating the 
requirements engineer’s interpretation of the system 
requirements, as well as for eliciting new requirements. As 
with elicitation, there is a range of prototyping techniques 
and a number of points in the process when prototype 
validation may be appropriate. The advantage of prototypes 
is that they can make it easier to interpret the requirements 

engineer’s assumptions and give useful feedback on why 
they are wrong. For example, the dynamic behaviour of a 
user interface can be better understood through an animated 
prototype than through textual description or graphical 
models. There are also disadvantages, however. These 
include the danger of users’ attention being distracted from 
the core underlying functionality by cosmetic issues or 
quality problems with the prototype. For this reason, 
several people recommend prototypes that avoid software – 
such as flip-chart-based mockups. Prototypes may be costly 
to develop. However, if they avoid the wastage of resources 
caused by trying to satisfy erroneous requirements, their 
cost can be more easily justified. 

3.5.3 Model validation.  

The quality of the models developed during analysis should 
be validated. For example, in object models, it is useful to 
perform a static analysis to verify that communication paths 
exist between objects that, in the stakeholders domain, 
exchange data. If formal specification notations are used, it 
is possible to use formal reasoning to prove properties of 
the specification (e.g. completeness). 

3.5.4 Acceptance tests. 

An essential property of a system requirement is that it 
should be possible to validate that the finished product 
satisfies the requirement. Requirements that can’t be 
validated are really just ‘wishes’. An important task is 
therefore planning how to verify each requirement. In most 
cases, this is done by designing acceptance tests. 
Identifying and designing acceptance test may be difficult 
for non-functional requirements (see 2.1). To be validated, 
they must first be analysed to the point where they can be 
expressed quantitatively. 
 

 

Table 6 shows the acceptance tests links to common themes in other KAs. 
 

Links to common themes  
Quality Validation is all about quality - the quality of the requirements. 
Measurement Measurement is important for acceptance tests and definitions of how 

requirements are to be verified. 

Table 6 Acceptance tests links to other KAs 
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3.6 Requirements management 

Requirements management is an activity that spans the 
whole software life cycle. It is fundamentally about change 
management and the maintenance of the requirements in a 
state that accurately mirrors the software to be, or that has 
been, built [Kot00, Lou95]. 
There are 3 subtopics concerned with requirements 
management. 

3.6.1 Change management 

Change management is central to the management of 
requirements. This subtopic describes the role of change 
management, the procedures that need to be in place and 
the analysis that should be applied to proposed changes. It 
has strong links to the configuration management 
knowledge area. 

3.6.2 Requirements attributes 

Requirements should consist not only of a specification of 
what is required, but also of ancillary information that helps 
manage and interpret the requirements. This should include 
the various classification dimensions of the requirement 
(see 3.3.1) and the verification method or acceptance test 
plan. It may also include additional information such as a 
summary rationale for each requirement, the source of each 
requirement and a change history. The most fundamental 
requirements attribute, however, is an identifier that allows 
the requirements to be uniquely and unambiguously 

identified. A naming scheme for generating these IDs is an 
essential feature of a quality system for a requirements 
engineering process. 

3.6.3 Requirements tracing 

Requirements tracing is concerned with recovering the 
source of requirements and predicting the effects of 
requirements. Tracing is fundamental to performing impact 
analysis when requirements change. A requirement should 
be traceable backwards to the requirements and 
stakeholders that motivated it (from a software requirement 
back to the system requirement(s) that it helps satisfy, for 
example). Conversely, a requirement should be traceable 
forwards into requirements and design entities that satisfy it 
(for example, from a system requirement into the software 
requirements that have been elaborated from it and on into 
the code modules that implement it). 
The requirements trace for a typical project will form a 
complex directed acyclic graph (DAG) of requirements. In 
the past, development organizations either had to write 
bespoke tools or manage it manually. This made tracing a 
short-term overhead on a project and vulnerable to 
expediency when resources were short. In most cases, this 
resulted in it either not being done at all or being performed 
poorly. The availability of modern requirements 
management tools has improved this situation and the 
importance of tracing (and requirements management in 
general) is starting to make an impact in software quality. 

 

 
Table 7 shows the requirements tracing links to common themes in other KAs. 

 

Links to common themes  
Quality Requirements management is a level 2 key practice area in the software CMM 

and this has boosted recognition of its importance for quality.  
Measurement Mature organizations may measure the number of requirements changes and 

use quantitative measures of impact assessment.  

Table 7 Requirements tracing links to other KAs 

4 BREAKDOWN RATIONALE 

The criterion mentioned below are the criterion described 
in Appendix A of the Guide: Knowledge Area Description 
Specifications for the Trial Version of the Guide to the 
SWEBOK. 
Criterion (a): Number of topic breakdowns 
One breakdown provided 
Criterion (b): Reasonableness 
The breakdown is reasonable in that it covers the areas 
discussed in most requirements engineering texts and 
standards. 

Criterion (c): Generally accepted 
The topic breakdowns (shown in Table 1) are generally 
accepted in that they cover areas typically in texts and 
standards. 
At level A.1 the breakdown is identical to that given in 
most requirements engineering texts, apart from process 
improvement. Requirements engineering process 
improvement is an important emerging area in requirements 
engineering. We believe this topic adds great value to any 
the discussion of the requirements engineering as its 
directly concerned with process quality assessment. 
At level A.2 the breakdown is identical to that given in 
most requirements engineering texts. At level A.3 the 
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breakdown is similar to that discussed in most texts. We 
have incorporated a reasonably detailed section on 
requirement characterization to take into account the most 
commonly discussed ways of characterizing requirements. 
A.4 the breakdown is similar to that discussed in most 
texts, apart from document quality assessment. We believe 
this an important aspect of the requirements specification 
document and deserves to be treated as a separate sub-
section. In A.5 and A.6 the breakdown is similar to that 
discussed in most texts. 
Criterion (d): No specific domains have been assumed 
No specific domains have been assumed 
Criterion (e): Compatible with various schools of thought 
Requirements engineering concept at the process level are 
general mature and stable. 
Criterion (f): Compatible with industry, literature and 
standards 
The breakdown used here has been derived from literature 
and relevant standards to reflect a consensus of opinion. 
Criterion (g): As inclusive as possible 
The inclusion of the requirements engineering process A.1 
sets the context for all requirements engineering topics. 
This level is intended to capture the mature and stable 
concepts in requirements engineering. The subsequent 
levels all relate to level 1 but are general enough to allow 
more specific discussion or further breakdown. 

Criterion (h): Themes of quality, tools, measurement and 
standards 
The relationship of requirements engineering product 
quality assurance, tools and standards is provided in the 
breakdown. 
Criterion (i): 2 to 3 levels, 5 to 9 topics at the first level 
The proposed breakdown satisfies this criterion. 
Criterion (j): Topic names meaningful outside the guide 
The topic names satisfy this criterion 
Criterion (k): Version 0.1 of the description 
Criterion (l): Text on the rationale underlying the proposed 
breakdowns 
This document provides the rationale 

5 MATRIX OF TOPICS VS. REFERENCE MATERIAL FOR 
SOFTWARE REQUIREMENTS 

In Table B.1 shows the topic/reference matrix. The table is 
organized according to requirements engineering topics in 
section 3. A ‘X’ indicates that the topic is covered to a 
reasonable degree in the reference. A ‘X’ in appearing in 
main topic but not the sub-topic indicates that the main 
topic is reasonably covered (in general) but the sub-topic is 
not covered to any appreciable depth. This situation is quite 
common in most software engineering texts, where the 
subject of requirements engineering is viewed in the large 
context of software engineering. 
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Requirements engineering process   X  X    X X  
Process models     X    X X  
Process actors   X  X     X  
Process support          X  
Process improvement     X     X  
Requirements elicitation   X X X X X     
Requirements sources   X X X X X     
Elicitation techniques   X X X X X     
Requirements analysis   X  X    X   
Requirements classification   X  X    X   
Conceptual modeling   X  X    X   
Architectural design and requirements allocation   X      X   
Requirements negotiation     X       
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Requirement specification  X X  X  X X X  X 
The requirements definition document  X X  X   X X  X 
The software requirements specification (SRS)  X X  X   X X  X 
Document structure  X X  X   X   X 
Document quality  X X  X   X    
Requirements validation   X      X  X 
The conduct of requirements reviews     X      X 
Prototyping   X  X      X 
Model validation   X  X      X 
Acceptance tests   X         
Requirements management   X  X    X   
Change management     X       
Requirement attributes     X       
Requirements tracing     X       

Table B.1 Topics and their references 
Key Reference 
[Byr94] [Byrne 1994] 
[Dav93] [Davis 1993] 
[Gog93] [Goguen and Linde 1993] 
[Kot00] [Kotonya and Sommerville 2000] 
[Lou95] [Loucopoulos and Karakostas 1995] 
[Pfl98] [Pfleeger 1998] 
[Ros98] [Rosenberg 1998] 
[Som01] [Sommerville 2001] 
[Som97] [Sommervelle and Sawyer 1997] 
[Tha97] [Thayer and Dorfman 1997] 

6 RECOMMENDED REFERENCES FOR SOFTWARE 
REQUIREMENTS 

[Byrne 1994]. Byrne, E., “IEEE Standard 830: 
Recommended Practice for Software Requirements 
Specification,” IEEE International Conference on 
Requirements Engineering, IEEE Computer Society Press, 
April 1994, p. 58. 
Describes the IEEE Standard 830-1993 for requirements 
specification. 
[Davis 1993]. Davis, A.M., Software Requirements: 
Objects, Functions and States. Prentice-Hall, 1993. 

Provides a way of categorizing software requirements 
techniques--objects, functions, and states. The author takes 
an analytical approach by helping the reader analyze 
which technique is best, rather than imposing one specific 
technique. Discussion of a wide variety of techniques and 
their uses is augmented with application illustration using 
three case studies. 
[Goguen and Linde 1993]. Goguen, J., and C. Linde, 
“Techniques for Requirements Elicitation,” International 
Symposium on Requirements Engineering, San Diego, 
California: IEEE Computer Society Press, January 1993, 
pp. 152-164. 
This paper is an attempt to address the failings of 
traditional requirements practice, particularly in eliciting 
requirements. The paper explores a different paradigm for 
understanding requirements engineering: the process is 
seen essentially as a social process, in which requirements 
emerge and evolve from the discourse between users and 
developers. The paper describes a number of techniques for 
requirements elicitation and examines their strengths and 
weaknesses. 
[Kotonya and Sommerville 2000]. Kotonya, G., and I. 
Sommerville, Requirements Engineering: Processes and 
Techniques. John Wiley and Sons, 2000. 
Introduces requirements engineering to undergraduate and 
graduate students in computer science, software 
engineering, and systems engineering. Part I is process-
oriented and describes different activities in the 
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requirements engineering process. Part II focuses on 
requirements engineering techniques, covering the use of 
structured methods, viewpoint-oriented approaches, and 
specification of non- functional requirements and of 
interactive systems. A final chapter presents a case study 
illustrating a viewpoint-oriented approach. Includes 
chapter key points and exercises. 
[Loucopoulos and Karakostas 1995]. Loucopoulos, P., and 
V. Karakostas, System Requirements Engineering. 
McGraw-Hill, 1995. 
It provides software professionals with a practical 
framework for a formal requirements engineering (RE) 
process. Readers will exchange their RE problem-solving 
skills in chapters that help them accurately assess the 
nature of the problems and implement effective solutions. 
[Pfleeger 1998]. Pfleeger, S.L., Software Engineering-
Theory and Practice. Prentice-Hall, Chap. 4, 1998. 
Applies concepts to two common examples: one that 
represents a typical information system, and one that 
represents a real-time system. This work features an 
associated web page containing examples from literature 
and links to web pages for relevant tool and method 
vendors. 
[Rosenberg 1998] . Rosenberg, L., T.F. Hammer and L.L. 
Huffman, “Requirements, testing and metrics”, 16th 
Annual Pacific Northwest Software Quality Conference, 
Oregon, October 1998. 
This paper addresses the issue of evaluating the quality of a 
requirements document. The authors describe a tool 
developed to parse requirements documents. The 
Automated Requirements Measurement (ARM) software 
scans a file containing the text of the requirements 
specification. The tool searches each line of text for specific 
words and phrases based on seven quality indicators. ARM 
has been applied to 56 NASA requirements documents. 
[Sommerville 2001]. Sommerville, I. Software Engineering 
(6th edition), Addison-Wesley, pp. 63-97, 
97-147, 2001. 
A textbook that presents a general introduction to software 
engineering, for students in undergraduate and graduate 
courses and software engineers in commerce and industry. 
It doesn’t describe commercial design methods or CASE 
systems, but paints a broad picture of software engineering 
methods and tools.  
[Sommerville 1997]. Sommerville, I., and P. Sawyer, 
Requirements engineering: A Good Practice Guide. John 
Wiley and Sons, Chap. 1-2, 1997. 
Presents guidelines which reflect good practice in 
requirements engineering, based on the authors’ 
experience in research and in software and systems 
development. The guidelines range from common sense tips 
to complex new methods, and can be used in any order, 
which suits the reader’s problems, goals and budget. 
Guidelines are consistent with ISO 9000 and CMM, are 

ranked with cost and benefit analysis, include 
implementation advice, and can be combined and applied 
to suit an organization’s needs. 
[Thayer and Dorfman 1997]. Thayer, R.H., and M. 
Dorfman, Software Requirements Engineering (2nd Ed). 
IEEE Computer Society Press, pp. 176-205, 389-404, 1997. 
A new edition of the comprehensive collection of original 
and reprinted articles describing the current best practices 
in requirement engineering focused primarily on software 
systems but also including hardware and people systems. 
The 35 papers introduce current issues and basic 
terminology, and cover the phases of software requirements 
engineering including elicitation, analysis, specification, 
verification, and management. Specific discussions feature 
descriptions of the process developers and users use to 
review and articulate needs and constraints on 
development, examine software requirements and 
documentation, and supply details on management 
planning and control. Lacks an index. 
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[Ardis 1997]. Ardis, M., “Formal Methods for 
Telecommunication System Requirements: A survey of 
Standardized Languages,” Annals of Software Engineering, 
3, N. Mead, ed., 1997. 
[Berzins, et al. 1997]. Berzins, V., et al., “A Requirements 
Evolution Model for Computer Aided Prototyping,” Ninth 
IEEE International Conference on Software Engineering 
and Knowledge Engineering, Skokie, Illinois: Knowledge 
Systems Institute, June 1997, pp. 38-47. 
[Beyer and Holtzblatt 1995]. Beyer, H., and Holtzblatt, K., 
“Apprenticing with the Customer,” Communications of the 
ACM, 38, 5 (May 1995), pp.45-52. 
[Bruno and Agarwal 1995]. Bruno, G., and R. Agarwal, 
“Validating Software Requirements Using Operational 
Models,” Second Sympoium on Software Quality 
Techniques and Acquisition Criteria, Florence, Italy, May 
1995. 
[Bucci, et al. 1994]. Bucci, G., et al., “An Object-Oriented 
Dual Language for Specifying Reactive Systems,” IEEE 
International Conference on Requirements Engineering, 
IEEE Computer Society Press, April 1994, pp. 6-15. 
[Bustard and Lundy 1995]. Bustard, D., and P. Lundy, 
“Enhancing Soft Systems Analysis with Formal Modeling,” 
Second International Symposium on Requirements 
Engineering, IEEE Computer Society Press, 1995. 
[Chechik and Gannon 1994]. Chechik, M., and J. Gannon, 
“Automated Verification of Requirements 
Implementation,” ACM Software Engineering Notes, 
Proceedings of the International Symposium on Software 
Testing and Analysis, Special Issue (October 1994), pp. 1-
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[Chung and Nixon 1995]. Chung, L., and B. Nixon, 
“Dealing with Non-Functional Requirements: Three 
Experimental Studies of a Process-Oriented Approach,” 
Seventeenth IEEE International Conference on Software 
Engineering, IEEE Computer Society Press, 1995. 
[Ciancarini, et al. 1997]. Ciancarini, P., et al., “Engineering 
Formal Requirements: An Analysis and Testing Method for 
Z Documents,” Annals of Software Engineering, 3, N. 
Mead, ed., 1997. 
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Requirements,” International Workshop on Requirements 
Engineering: Foundations of Software Quality, June 1994. 
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Process-Oriented Approach,” IEEE International 

Symposium on Requirements Engineering, IEEE Computer 
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Requirements Analysis Using Automated Reasoning,” 
Seventh International Conference on Advanced Information 
Systems Engineering (CAiSE ‘95), Springer-Verlag, 1995. 
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Requirements Engineering, IEEE Computer Society Press, 
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International Conference on Engineering of Complex 
Computer Systems, IEEE Computer Society Press, 
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[El Emam and Madhavji 1995a]. El Emam, K., and N. 
Madhavji, “Requirements Engineering Practices in 
Information Systems Development: A Multiple Case 
Study,” Second International Symposium on Requirements 
Engineering, IEEE Computer Society Press, 1995. 
[Fairley and Thayer 1997]. Fairley, R., and R. Thayer, “The 
Concept of Operations: The Bridge From Operational 
Requirements to Technical Specifications,” Annals of 
Software Engineering, 3, N. Mead, ed., 1997. 
[Fickas and Feather 1995]. Fickas, S., and M. Feather, 
“Requirements Monitoring in Dynamic Environments,” 
Second International Symposium on Requirements 
Engineering, IEEE Computer Society Press, 1995. 
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“AbstFinder: A Prototype Abstraction Finder for Natural 
Language Text for Use in Requirements Elicitation: 
Design, Methodology and Evaluation,” IEEE International 
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